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ABSTRACT

The voice modification system studied in this paper allows totrans-
plantselected voice characteristics (pitch, loudness, timing, and/or
timbre) from a givendonorutterance onto another (patient) utteran-
ce. Several potential applications exist for such a system, depend-
ing on the voice characteristics that are transplanted. The examples
studied here are lip synchronization, voice dubbing and karaoke.
Using overlap-add techniques for the actual speech modification,
high quality results have been obtained that convincingly illustrate
the potential of voice transplantation. In order to make voice trans-
plantations widely applicable, their robustness should be further
improved in order to avoid rejection of the transplanted character-
istics, as discussed in some detail in the paper.

1. INTRODUCTION

The most important perceptual aspects of the human voice, like all
audio signals, are pitch, loudness, timbre and their time evolution.
In speech models, these characteristics are usually approximated
as being independent of one another and as being determined by
the acoustic signal’s fundamental frequencyf0, amplitude, spec-
tral envelope and time variation, respectively.

In this paper we discuss a voice modification system that al-
lows speech to be generated from a mixture of acoustic parameter
contours taken from different utterances of the same sentence ma-
terial. Thus, for example, a hybrid utterance could be produced
that has the same acoustic parameters and timing as an utterance
U2, except for the pitch contour, which corresponds to the con-
tour of another utteranceU1. We have termed such systemsvoice
transplantation systems[1] and we will discuss voice transplan-
tation systems for applications such as lip synchronization, voice
dubbing and karaoke in this paper. Section 2 presents the general
architecture of the voice transplantation system and demonstrates
that the well-known PSOLA algorithm [2] can be considered as a
special type of pitch excited vocoder. Section 3 describes how the
musical expression can be transplanted from one interpretation of a
song to another, and introduces the notion of rejection phenomena
that can cause perceived distortions. In section 4 several of these
phenomena are identified in the context of a lip-synchronization
application and a remedy in the form of an interactive editing pro-
cedure is proposed. It is concluded in section 5 that experiments
have successfully illustrated the potential of high quality voice
transplantations accross recordings of the human voice and that
improving the robustness of transplantation systems could open
the way for many exciting applications.
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2. VOICE TRANSPLANTATION SYSTEMS

2.1. General architecture

Over the past several years overlap-add (OLA) techniques have
been proposed that allow high quality prosodic modification of
speech [3]. In the analysis phase these algorithms representf0 and
amplitude information of the input speech as a function of time,
either explicitly or implicitly, while the spectral information is al-
ways represented implicitly by a sequence of short segments from
the original signal.

The transplantation systems discussed in this paper rely on
OLA techniques for high quality modification of voice charac-
teristics and on dynamic time-warping (DTW) for proper time-
alignment of voice characteristics that have been extracted from
different utterances. The concept is illustrated in Fig. 1. A same
text is read, spoken, or sung by a same or by different persons, re-
sulting in two utterancesU1 andU2. The acoustic parameter con-
tours obtained after analysis ofU1 are time-scaled such that the
scaled contours fit the timing ofU2. The appropriate time-scaling
function is obtained using DTW, a technique that is well known
from speech recognition [4]. Finally, a new utteranceUx is con-
structed after having selected for each acoustic parameter contour
whether the time-scaled version ofU1 or the version ofU2 is to be
used. This way, one cantransplantselected speech characteristics
from one utterance to another. Note that for each pair of utterances
one can choose which utterance corresponds toU1 and which to
U2. Thus, there is no loss of generality in choosing that the timing
of Ux always corresponds to the timing ofU2.

2.2. Dynamic time warping

A conventional DTW procedure can be applied to obtain the timing
relationship between the two input utterances. First a matrix is
constructed whose elementsd(j, i), j = 1 . . . J, i = 1 . . . I are
the spectral distances between framesj of U2 and framesi of U1.
J andI represent the number of frames in the respective signals
U2 andU1. The time-warping path is obtained as the path(jk, ik)
that minimizes the accumulated distanceD

D =

NX

k=1

d(jk, ik)

subject to the constraints(j1, i1) = (1, 1); (jN , iN ) = (J, I) and
(jk−1, ik−1) ∈ {(jk − 1, ik), (jk − 1, ik − 1), (jk, ik − 1)}

Dynamic Time Warping has been extensively studied for speech
recognition and more sophisticated forms for the functionalD and
for the constraints have been proposed which improve recogni-
tion scores in a number of systems [4]. However, in [1] we could
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Figure 1: Illustration of the voice transplantation concept. Two
input utterances that correspond to a same text material are ana-
lyzed. The resulting parameter contours of one of them (U1) are
time alligned to the other (U2). Each of the required resynthesis
parameters can be chosen to originate from eitherU1 or U2. The
resultUx has the same time structure asU2, and its pitch, loud-
ness and timbre can each be chosen to originate from eitherU1 or
U2.

not clearly find them advantageous as far as the accuracy of the
time-warping path was concerned (they often introduced inaccura-
cies when differences between acoustic realizations occurred, e.g.,
when one of the utterances contained a breathing pause). There-
fore we opted to use the basic version of DTW described here.

2.3. Voice transplantation with PSOLA

PSOLA [2], [3] can be interpreted as a specific pitch-excited time
varying linear system [5], as illustrated in fig. 2. The input se-
quencei(n) to the system is constructed as an impulse train with
unit impulses located at the analysis pitch marks:

i(n) =

+∞X

k=−∞
δ(n− pa(k))

The sequence of analysis pitch markspa(k) typically contains the
sample indices of the zero-crossings at the beginning of consec-
utive pitch periods of the input sequencex(n). The impulse re-
sponse at time instantspa(k) is obtained by a simple windowing
procedure applied to the input speech:

h(n, pa(k)) = x(n).w(n− pa(k))

wherew(n − pa(k)) is a two pitch period hanning-type window
centered atpa(k).

In this way,x(n) is analyzed to obtain pitch informationpa(k)
and synthesis filter impulse responsesh(n, pa(k)), which are also

i(n)

h(n, m)

Figure 2: Illustration of the pitch-excited system formulation for
PSOLA

the parameters used in traditional pitch excited vocoder schemes.
Also, the modification and synthesis is similar to those of standard
approaches like LPC vocoders (only here the synthesis filters are
FIR filters defined at non-uniformly distributed sampling instants
pa(k)). Thus,

y(n) =

+∞X

k=−∞
i(k)h(n, k)

wherei(k) andh(n, k) represent the excitation signal and the syn-
thesis filter parameters that are obtained by modifying the analysis
parameters.

For pitch modification one generates a train of impulses spaced
according to the desired pitch

i(k) =

+∞X

l=−∞
δ(k − ps(l))

and the synthetic speech is then simply constructed as

y(n) =

+∞X

k=−∞
h(n, ps(k))

Impulse responses at timesps(k) are obtained by interpolation be-
tween the impulse responses that are available from the analysis:
h(n, m) = h(n, pa(argmink|m − pa(k)|)) in the case of zero-
order interpolation.

In a similar way, time scaling can be achieved by appropriately
scaling the parameter tracks:

hs(n, m) = ha(n, τ−1(m))

ps(k + 1) = ps(k) + pa(Tsa(k) + 1)− pa(Tsa(k))

Tsa(k) = argminl|τ−1(ps(k))− pa(l)|

In order to modify the energy contour of an utterance it suffices to
apply appropriate gain factors to the successive synthesis impulse
responses.

The transplantation of voice characteristics can be achieved by
selecting the input utterance (U1 orU2) whose timbre corresponds
to the desired output timbre and modifying the pitch, timing and
gain of that utterance as desired. Note that all the required modifi-
cations can be performed in one step with PSOLA.
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3. PROSODY TRANSPLANTATION AND KARAOKE

We initially used the voice transplantation system for prosody trans-
plantation [1]. Here, the prosodic parameters (pitch, timing and
loudness) ofUx are chosen to be those ofU2, while the timbre of
Ux is that ofU1. As expected, with PSOLA the quality of the out-
put after prosodic transplantation retained much of the naturalness
and acoustic detail of the original input utterances.

However, informal experiments revealed that problems (re-
jection phenomena) could occur locally when the phonetic real-
izations of donor and patient utterancesU2 andU1 differed. In
Dutch, this situation frequently occurs for phonemes with a large
number of allophones such as some fricatives, which can be pro-
duced with or without voicing, or such as [r], which can be dental
or velar and may sound like a trill, a fricative or a glide. In such
cases distortions can occur which are usually perceived as a seg-
regated sound source, separated from the actual speech. For best
results, it was found advisable to operate transplantations with pa-
tient/donor pairs that are phonetically as close as possible.

Additionally, care should be taken that PSOLA pitch marks are
placed according to a strategy that remains consistent within and
across both input utterances. Otherwise, a slight pitch jitter might
be perceived. Picking zero-crossing locations for the pitch marks
is usually easy and adequate for intra-speaker transplantations, but
may be less adequate for inter-speaker transplantations.

Recently, transplantation of pitch, timing and energy between
sung voices was studied by Kim Lau in an effort to create an
off-line “super karaoke” that corrects the musical expression of
the user’s voice to match that of the original artist [6], [7]. This
turned out to be an extremely challenging task: a.o., the wide
range of pitches used in singing voices makes the analysis diffi-
cult and sometimes stresses the capabilities of OLA based voice
modification algorithms. Although Kim concluded that his system
has yet to attain a desirable level of robustness, it did successfully
demonstrate the idea of ”hybridizing” vocal performances and ”su-
per karaoke”.

4. LIP SYNCHRONIZATION AND VOICE DUBBING

For this kind of applications, the transplantation system should
produce aUx with all the acoustic parameters fromU1 and the
timing of U2. The result should thus ideally correspond to a time-
scaled version ofU1 that is synchronized toU2. This would allow
for automatically correcting lip-sync errors in postsynchronization
work [8] as the timing from the reference track on the video or film
could be transplanted on the replacement track recorded in the stu-
dio. Additionally, it could also be used to create artificial chorus
effects.

4.1. Implementation

We used the time-scaling algorithm WSOLA [9] to produce the
time-scaled version of the original in accordance with the time-
warping path. Compared to PSOLA, WSOLA has the advantage
that it operates pitch asynchronously and does not rely on pitch
marks, which makes it easier to operate and more robust. Since it
does not allow for pitch changes, however, WSOLA could not be
used for the prosodic modification and karaoke applications.

4.2. Diagnostic evaluation

The time scaling accuracy of WSOLA appeared to be sufficiently
high for this application. WSOLA operates with a timing tolerance
of [−∆max . . . + ∆max] in order to ensure pitch continuity in
the time-scaled signal [9]. With a tolerance∆max = 7ms, pitch
continuity could be ensured without introducing noticeable time-
misalignments.

Much like in the prosody transplantation and karaoke appli-
cations, the system demonstrated good performance, but lacked
robustness and regularly severe distortions occurred. These dis-
tortions could often be traced to some event in the time-warping
path, but could not always be considered to be due to an error in
the path.

Generally, the results with the current system were good when
the timing reference and the original were acoustically and phonet-
ically sufficiently close since distortions could often be attributed
to different types of acoustic-phonetic differences:

Impossible insertions. When a phone is pronounced carefully
in the timing reference, but is absent or heavily coarticulated and
short-lived in the original, a correct synchronization would re-
quire that a few transient frames of the original be heavily time-
stretched. As a time-scaling algorithm does not adapt the spectral
characteristics of the speech segments accordingly, the result will
probably be perceived as a distortion.

Incomplete deletions. In the reverse situation to, problems can
occur without any of the system components being responsible.
When strong coarticulation occurs in the timing reference but not
in the original, the time warping path should specify substantial
shortening for the corresponding phones from the original. The
transitions into and away from these phones in the time-scaled re-
sult could then seem too slow and too carefully produced, resulting
in a synchronized utterance that appears to be missing some part.

Incompatible substitutions. Some allophones could have differ-
ent acoustic realizations in the original and the timing reference. If
the inherent length of these different realizations differs, the sys-
tem will produce the acoustic variant from the original with the
duration of the timing reference, again leading to perceive a dis-
tortion, even in the absence of time warping or time scaling errors.
A comparable situation might occur when distortions or noises ex-
ist in the original: they could become more prominent after time-
scaling.

The above problems are characteristic for the transplantation
concept in that they occur without that either the time-warping or
the time-scaling procedure can be held responsible for the distor-
tion. When noise is added to the timing reference signal or when
the speaker of the timing reference is different from that of the
original signal, the distortion problems appear to occur with in-
creased frequency compared to the single speaker clean-speech
situation, which is consistent with the hypothesis that problems
are related to acoustic-phonetic differences.

4.3. Semi-automatic postsynchronization

Many of the distortions that occur should be easy to identify visu-
ally in the time warping path as they will be characterized by long
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stretches with either very large or very small derivatives (viz., near
horizontal or vertical).

An editor for the warping path was developed [10]. It provides
a visual display of the path, and of the utterancesU1, U2 andUx
(Fig. 3). A zoom function can be operated in any of the visual

Warping pathU1

Ux

Ux

U2

U2

Figure 3:Illustration of the warping-path editor

displays and automatically adapts all other displays accordingly.
The utterances can be listened to by clicking on the appropriate

waveform plot. There always is a choice to play the full waveform
or the displayed portion only.

An edit function in the window of the warping path allows any
portion of the path to be modified, after which the warping path
itself andUx can be updated correspondingly.

A few informal tests performed so far seem to indicate that
distortions can indeed be easily located and straightforwardly re-
moved with this editor. Thus, the timing transplantation together
with the editor could form an effective tool for the semi-automatic
correction of lip-sync errors. Further work is needed to confirm
this and to verify whether the editor could also be used to make
semi-automatic super-karaoke practicable.

5. CONCLUDING DISCUSSION

High quality transplantation of voice characteristics is made pos-
sible with DTW and OLA speech modification. With increasing
acoustic-phonetic differences between the input utterances, the fre-
quency and severity of audible distortions also increases. In order
to make transplantations of voice characteristics between record-
ings applicable in practice, further work is needed to combat these
rejection phenomena.

In some informal tests with the postsynchronization applica-
tion, an interactive warping path editor was successfully applied
to remove the distortions that occurred by smoothing-out discon-
tinuities and abrupt transitions in the path. Thus, it should be in-
teresting to experiment with constraints in the DTW optimization
of the path. However, care should be taken in this matter since
the occurence of very shallow or steep slopes could correspond to
genuine timing differences, such as in the case of breathing pauses,
for example.

After its introduction in [1], the idea of prosody transplan-
tation has been adopted by the text-to-speech (TTS) community

where it is used to synthesize speech with a prosodic contour that
is copied from a natural utterance [11]. While prosody transplan-
tation has become a household term in TTS, we are not aware of
rejection phenomena in that context. The main differences with
inter-signal prosody transplantation appear to be that, in the TTS
case, the prosodic parameters are stylized when they are coded
into the prosody generation module of the synthesizer, manual op-
timization can be used and, in general, carefully prepared speech
material is dealt with instead of spontaneous utterances.

In any case, many interesting challenges seem to lie ahead on
the roads towards robust high quality inter-signal transplantations
of voice characteristics.
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